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Abstract: The ever increasing interest in the adaptive control, especially in the various aspects of identifi-
cation and estimation of the subjects of the control is a natural reaction to two existing tendencies in the evolution
of the systems for adaptive control. The first of these tendencies is connected with the increasing requirements
concerning the higher quality of the control systems, which reflects on the requirements placed on the modeling of
the plants of the control used in the synthesis of the systems in question. The second tendency is connected with
the considerable progress made in the computer technique and the actual possibilities of its use in the solution of
complicated problems in the failure identification and diagnostics. The approach suggested, based on the use of
the functions of Walsh is the most effective means for analysis because the practicable application of the Wiener's

theory to the non-linear systems considered.
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The ever increasing interest in the
adaptive control, especially in the vari-
ous aspects of identification and esti-
mation of the subjects of the control is
a natural reaction to two existing ten-
dencies in the evolution of the systems
for adaptive control. The first of these
tendencies is connected with the in-
creasing requirements concerning the
higher quality of the control systems,
which reflects on the requirements
placed on the modeling of the plants of
the control used in the synthesis of the

systems in question. The second ten-
dency is connected with the consider-
able progress made in the computer
technique and the actual possibilities of
its use in the solution of complicated
problems in the failure identification
and diagnostics.

The knowledge of the current in-
formation about the dynamic state of
the system functioning enables, on one
side, the programming of an optimum
control through the adaptation to
changing external condition, and on the
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other side, taking relevant and timely
decisions by failure in the sub-systems
of the systems for adaptive control. The
adaptation is a mark of complexity of
the systems for control that usually per-
form under conditions of a considerable
"a priori" uncertainty. Most often this
uncertainty is reduced to uncertainty of
the model of the controlled plant. In
this case the architecture of such a sys-
tem includes a sub-system for real-time
evaluation of the parameters of the
plant model, thus enabling completely
adjustment of the parameters of the
system by a parametric discord or even
changes in the systems structure of
control by failures.

The diagnostics of the failures
carried out by the sub-system for
evaluation makes possibly the switch-
ing on of supplementary stages or sub-
systems into the circuit of the control-
ling part of the system of automatic
control or even introducing architec-
tural rearrangements with the use of
additional sub-systems. The sub-system
for evaluation of the performance con-
ditions should possess high speed and
relevant sensitivity to be able to gener-
ate any given an accurate model of the
controlled non-stationary plant.

The plant's identification in a
closed circuit of adaptive control im-
poses certain restrictions by the tradi-
tionally employed algorithms for
evaluation. This is due to the linearity
of the relation between the controlled
inputs and the noise-corrected outputs
of the plant through the application of a
feedback. It 1s seemed necessary to
develop special methods for controlled
plants' identification for the purpose of
adaptive control. Evidently those
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methods should posses the following
features: high speed of action, noise
proof operation, high sensitivity, possi-
bilities for failure warning and simplic-
ity of algorithms. Those features are a
prerequisite for a truthful and reliable
diagnostic of the plant performance.

To a great extent, the active statis-
tical method of identification of the
plant’s dynamic behavior with testing
random signal possesses the mentioned
merits. They make possibly, if optimal
parameters and intensity of signals se-
lected, to probe the plant without dis-
turbing the regime of its performance.

The Wiener theory of non-linear
system analysis gives a presentation for
the output of the unknown system as a
set of orthogonal functionsC,[K,,x(7)]

where {K,} is a sequence of nuclei

characteristic for the non- linear sys-
tem; x(7) is the mput of the system.

The functional appear orthogonal in the
sense, that if at the input of the system
is applied a white noise, the following
relationship will be

valid:0{G, [ K,.x(1)]G,[K,.x(t)]} =0,

n=m, where the symbol 6 can note
averaging for he population.

The sequence of nuclei can be de-
termined through the devising of paral-
lel filters having relevant pulse charac-
teristics and  constituting a complete
set of orthogonal functions[ 7, (¢)]. At

the input of the system analyzed and
the filter appears white noisex(¢). The

output of the system is multiplied by
the outputs of the parallel filters and the
resulting signal is applied to the input
of the stage which is integrating along
the time axis (averaging) — Fig.1
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x(1) identified
systetm

computer

i=L2,...n

<

Fig.1

On the assumption, that the system un-
der analysis is a linear one (the method
can he extended for non-linear system
too) we can obtain for the output signal
of the system:

o0

(1) y(t)=_[x(t—z')h(z')dr,

0

where #(7) is the pulse transfer func-

tion of the system plant to determina-
tion.

Similarly, the output signal of any j-th
fitter will be:

) z,(t)= ! x(t—7)w,(z)de

Time-averaging the above indicated

signals, the average value 4, could be

obtained, depending on the j-th and
equal to filter

() 4,=x(1)z(1) hm_jy (t)dt

Based on equations (1), (2), (3) and
averaging with the multitude (taking
into account the argotic nature) of
white noise x(7)is obtained:

)
4=

or

a’z'dr

[ ERROIE

(5) A, =ij (7)h(7)dr

Equation (5) is an integral equation of
the identification in terms ofx(z).
Taking into account its orthogonal

character, its solution in simplest form
1s obtained as a converging series:

©)  h(e)=2Aw(7)

Let the number of the parallel filters is
n. Then as a result of the averaging
procedures the coefficient C,, ,is ob-

tained. This a coefficient of the dissolu-
tion of the nuclei in the form of a sum
of n-fold products of the func-
tions F, (U) :

K, (U,,U,,...,U, )=

ZZ ZCPPZ 7 (U)-F (U, )

P=0 p,=0
Let us make use of the properties of the
functions of Walsh:

Jl'wn(t1 @1, )w(t,)dr,

(7)
Iw w(t, @1, )dr

which is analogous to the properties of
the integral of pressing (contraction).
This analogy, as well as the analogy
between the expression above and the
Hinchin-Wiener theorem is opted as a
basis for the approach outlined for
evaluation of the characteristics of non-
linear system. The filters of Walsh are
equal of the parallel filters from the
theory of Wiener, transforming the in-
put f(t) into an output function:

(8) Iw t@u)du

or
(9) y(t):anwn (t)
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If A 1s the dispersion of the white noise
at the input of the filter, the coefficients
of the output of the filter have a Gaus-
sian distribution and parameters ob-
tained  from  the  relationship:
{a,} =0;{a,a,}=46,, where &, is the

symbol of Kroniker. As x( 1)---x(fn)= 0
for uneven

for  unever values of n and
{x(tl)...x(tn)}=ZH{

x(t,)x(t,)}s,,  for

even values of n, where the sum-
ming is carried out in terms of all prod-
ucts of pairs of multiplicands, it follows

{apl,apz " } =0 i1f n 1s uneven, and
(10)

p— L

if n is even.

Let the signal at the output of the non-

linear system is related to the input sig-
nal according to the equation:

ay  r(0=36,[#,.x(0)]

where {G,} is a set of orthogonal func-

tions by the relevant change of the con-
traction integral by the operator @ (or-
der of magnitude summation following
mod 2 ). By n = 1,2,3,... the following
relationships are valid:
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(12) G,[H,.x(t)]=H,;

=_(i).H1(u)du;

G[H x ]—

IIH uv
G, H,,x(1)] =

11
JIH3 u, v, w)x(t®@u)x(t®v)x(1®w)dudvdw -
00

G [H1:x(1)]

1
x(1®u) (t(-Bv)dudv—AJ‘H2 (u,v)du;
0

& ) —

—SAIIH3 (u,v, w)x(t G—)u)dudv.
00

The nuclei {H,} are obtained through

the solution of the result in a series o
Walsh-Fourier, following:

(13) }ﬂ@:iqMW)
(14) EDIWANC)

i=0 j=0

If white noise applied to the input of

the system, then: x( Zakwk t)and

the output signal can be present as (ac-
counting for the orthogonal equations

(11), (12), (13) and (14)):

(15) y@=m+g%qm@ﬁ

+ iiaiajdywi ()~ Aidﬁ te
=0

i=0 j=0
Making use of the basic multiplication
character of the functions of Walsh,
the output signal of the system is pre-
sented in the form:

16)  y(1)=Ybw(t

The coefficients b, are calculated

through comparison with the same co-
efficients by w,(¢),k#0 using equa-

tions (15) and (16).
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(17) bo=a,C,+Y > aad, +.
where the asterisk * denotes a double
summation for those indices for which
i®j=k. Assuming that k=0 it fol-
lows from the properties of the operator
used,

that i= j. For k=0:

(18)

b,=H, +a0co+2al , AZdij+...
i=0

From the last equation it follows, that
{b,} = H because the second term at
right hand side part of the equation (18)
1s zero (according to the equation (10)),
{a,}=0 and{q,}=4 . The remaining
terms of the equation are also equal of
zero because of the same reasons.

As evident from Fig.2, the coefficients
of Walsh-Fourier are obtained through

the equation: C, ={a,b,}/ 4

2 (f

e

identified
system

Jrietene

e |

Fig.2

As a proof of this relationship, let us
consider the output of filter of z(t).
Following equation (3) we
Writez( )=a,w,(¢): thus

Iy dt—Zbaank

As {w,(¢)}is an orthogonal set of func-

tions in the interval [0,1] the above re-
lationship is reduced to

[0

can
aw

t)dt=a,b, . From equation (17)

with k=0 1S obtained:

{a,b,}= iC, +22{a1a1an} .

therefore, aceountlng for equation (10)
is obtained: {a,b,}=AC,, which is the
proof needed. In Fig.3 is presented the

llustration of method for determination

of nuclei of second order 7, , , .

iy(f)zm«rf }——{ ey ‘

2%, g + A B} 8

Fig.3

The coefficients Hy(u,v) are found from
the equation:
5)’!"’[ } .

_ 1 {anambn@m} B {bo}
"2 A A
The proof for the result indicated above
is based on the use of the multiplicative
and orthogonal characteristics of the
function of Walsh. The approach sug-
gested, based on the use of the func-
tions of Walsh is the most effective
means for analysis because the practi-
cable application of the Wiener's theory
to the non-linear systems considered.
The current information received in the
process of identification can he used
not only in the self-adjustment of the
system, but for diagnostics of the fail-
ures and prevention of critic-situations.
Both problems, the self-adjustment and
control of the state of the system car-
ried out by the sub-system for estima-
tion of the subject and can be solved
within the possibilities offered by a
specialized numerical computing de-
vice (NCD). Such an adaptive system
for automatic control and identification
of the dynamic characteristics of the
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plant controlled should make use of
combined principle of control: adaptive
control, by a relatively slow drift of
parameters of the changes in of the
configuration of the controlling part or
by a step-like change of the parameters
following a failure, in some sub-
system. The state of system for control
is described by a "so called" vector of
identification parameters of the closed
circuit system. An example is the coef-
ficients of the Walsh-Fourier series in
the sequence of nuclei obtained in the
outlined approach. Besides, it is neces-
sary to select the components of the
vector of identification according to the
criteria for maximum sensitivity of the
system towards changes of its parame-
ters. The problem concerning the clas-
sification of the states of the system can
be solved based on the application of
the theory of 1mage identification: it is
necessary to consider the set of identi-
fiable parameters A based on one de-
fined (in advance) prognosis (slate).
The set of slates of the system R is bro-
ken into sub-sets 0,;Q, — a set of states,

corresponding to a working system,
0;i=1,2,..,N set of states correspond-

ing to a failed (non-working) system,
due to a failure of the i-th sub-system.
The diagnostic is carried out, based on
the distance of the current vector A to
the vectors corresponding to the par-

ticular sub-sets 4,4, or based on the

distance to the standards 4", ,4", , the

co-ordinates of which are the average
of the coordinates belonging to a de-
fined set with an approach like the out-
lined above, all solutions concerning
any possible failure, should be fore-
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seeing advance. Besides, it is necessary
to select the most informative identifi-
able parameters, their order, as well as
the question concerning the coding of
the vector of the identifiable parame-
ters, aiming at defining the solution —
logical function used in the classifica-
tion of the states of system. The use of
the algorithm with the computing de-
vice, presupposes the fulfillment of the
following sequence of operations:

- Periodical measurement of the identi-
fiable parameter;

- Classification of the states of the sys-
tem (finding of the solving logical
function);

- Generating of the signals for self-
adjustment of the system (availability
of a set of parameter for self-adjust
men I for control of plant and control-
ling system) by an absence of failures.
Generation of controlling actions
makes the relevant switching active in
the controlling part of the system by a
failure. The approach to the adaptive
systems for control is very effective by
the design of numerical (multi-
processor) system for control, plant to
rigid requirements for high reliability
changes into the system's structure, ef-
fecting the connect ions between the
input devices, the processors, the ele-
ments of the memory, the out put de-
vices. The controlling part and the sub-
system for evaluation can be designed
as a multi-processor controlling com-
plex.

References

[1] Balakrishnan, New Computing
Technique in System Identification, J. Com-
puter and System Sciences, vol.2, 2001.

JOURNAL SCIENTIFIC AND APPLIED RESEARCH Ne 1, 2012



