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1. Introduction

VMware is one of the first players in the recently launched virtualization
platform and patented its virtualization software techniques. Along with this, it
launches quite efficient and professional virtualization products of various sizes:
from VMware Workstation, designed for the end user to VMware ESXi Server,
designed for virtual infrastructures in large enterprises. VMware's extensive list
includes many tools to increase efficiency in the virtualization process,
managing virtual servers and tools for migrating the physical platform to a
virtual one [4,5,7,10,11,12,14,15]. VMware products are especially popular all
over the world, as this modern soil process is gaining more and more popularity
compared to other programs that have less functionality. In addition to the
various performance tests of virtualization tools, VMware almost always beats
its competitors [1,2,3,4,5,6,8,9,12,13].

2. Experiment

In the last few years, server virtualization technology has moved rapidly
into the IT mass market. Of the vendors offering hypervisor-based products,
only VMware can be considered ready-made [3,5,7,9,10,12,14,16]:

JOURNAL SCIENTIFIC AND APPLIED RESEARCH Vol. 21, 2021 45



VMware's architectural vision is based on years of experience that solves
real-world problems in terms of performance, security, and compatibility, rather
than unproven academic research [2,3,5,7,9,10,13,16].

The VMware hypervisor is enhanced by a wide range of technologies that
allow its use in a variety of solutions for security [2,3,6,7,8,10,11,12].

VMware products have reached the level required of enterprise customers.

The scientific experiment in well-equipped laboratories at the Faculty of
Technical Sciences at the Konstantin Preslavsky University of Shumen is made.
The aim of the simulation is to illustrate the methods for virtualization of the
operating system Microsoft Windows 10 (64-bit) via VMware vSphere
Hypervisor ESXi 6.5.0.

The first computer configuration consists of the following computer
components:

e Main Board: Gigabyte B75M-D3V socket 1155;
CPU: Intel Core i3-3225 3,3 GHz socket 1155;
RAM: 2 x 4 GB DDR3;
HDD: 500 GB+ 128 SSD:;
Optical drive: LG DVD-RW,;
Monitor: Asus 19" LCD VWI199TR with serial number:
C6LMTF101835. The second monitor: Acer 19" LCD KA210HQ.

The second computer configuration consists of the following computer

components:
e Main Board: Gigabyte A320M-S2H AM4,

CPU: AMD Ryzen 5 3400 4.2 GHz;
RAM: 2 x 8 GB DDR4;
HDD: 1 TB SSD;
Optical drive: LG DVD-RW,;
Monitor: Philips 23,8" LCD 243V7QDAB with serial number:
UHBA2019009966.

3. Results
On fig. 1 the installation of ESXi 6.5.0 is shown.
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To administer your server. navigate to the sél‘qhbr's’
hostnamne or IP address from your web browser or use the

Direct Control User Interface.

Reboot the server to start using ESXi 6.5.0.

Fig. 1. The installation of ESXi 6.5.0
On fig. 2 the basic graphical user interface of VMware ESXi 6.5.0 and the

IPv4 network access address for managing the VMware vSphere hypervisor is
displayed.

Dounload tools to manage this host from:
B .168.1.146/ (DHCP)
ﬁ:::;‘:?zGH' - d250:99ff :fe43:933d1/ (STATIC)

mize Systen/View Logs

Fig. 2. The IPv4 network access address for managing the VMware vSphere
hypervisor

On fig. 3 the IPv6 network configuration is shown.

JOURNAL SCIENTIFIC AND APPLIED RESEARCH Vol. 21, 2021 47



Conf igure Management Network

IPu6 Conf iguration
Network Adapters

VLAN (optional)

1Pv4 Conf i at ion

leve Contiguration . sses:

DNS Conf iguration feB0: :d250:99ff : fe43:933d/64
Custom DNS Suff ixes

Default Gateway:

No

<Enter> Change

Fig. 3. IPv6 network configuration

On fig. 4 the web access address for VMware ESXi 6.5.0 is shown.
y Log in - VMware ESXi x \§
’(— C | A Hsma 3aumTa | https://192.168.1.146/ui/#/login

vmware ESXi

Fig. 4. The web access address for VMware ESXi 6.5.0
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On fig. 5 the common characteristics of the operating system Microsoft
Windows 10 (64-bit) is shown.

localhost routerbBdz8.con X\ | B [=]E] s
< C' | A Hava 3awvTa | hEps://192.168.1.146/ui/#/host/vms 1

rool@192 1681146 v | Help » | (ERCEE

vmware ESXi®

T+ Navigator (1 localhost.routerb38d28.com - Virtual Machines
v [ Host
Manage 8 Create / Register VM | (8 Console W Poweroff 1 Suspend | ' Refresh | £} Actions (@ Search )
Monitor Virtual machine a v Status v Used space v GuestOS v | Host name v | Host CPU + | Hostmemaory v
i Virtual Machines . & Kali Linux Q Normal ~ 12GB Other (4-bit) Unknown 0 MHz 0MB
» B Storage ¥ [ pesho windows 10 Q Normal 32 GB Microsoft Windows 10 (64-bif) Unknown 0 MHz 0MB
+ € Networking
Quick fiiters. v 2items
pesho windows 10 -
Guest cs. Microsoft Windows 10 (84-bit) 0 M'H; i
CGompafibility ESXi 6 5 and later (VM version 13)
Vhware Tecls No WEMORY  EER
CPUs 1 0B
Memary 2GB STORAGE g
32GB

Fig. 5. Characteristics of the operating system Microsoft Windows 10 (64-bit)

On fig. 6 the virtualization of the operating system Microsoft Windows 10
(64-Dbit) is shown.

8]l
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Fig. 6. Virtualization of the operating syste
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On fig. 7 the technical information about the virtualization of the operating
system Microsoft Windows 10 (64-bit) is illustrated.

localhost.routerb5d28.cor % ai=laEn
&« C | A Hama 3aumma | hitps://192.168.1.146/ui/#/host/vms/1 ¥
vmware ESXi” ro0l@192.168.1.146 ~ | Help v |
T; Navigator {3 peshe windows 10
~ [ Host
& Console Monitor W Pover off Suspend W Reset | # Edii | (@ Refresh | {F Actions
Manage
Monitor ZESh; 10‘ v =
uest OS5 Microsoft Windows
+ 51 Virtual Machines Gompatibility ESXi 8.5 and later ( 11GHz

& pesho windows 10

Mware Tools No e MEMORY R
CPUs 203 GB
Memory 268

Manitor
» G Kali Linux sTorsee 5
More VMs... MA16GB
» B storage
+ €2 Networking @ VMware Tools is not installed in this virtual machine. VMware Tools allows detailed guest information to be displayed as well as allowing you to perform operations on the guest OS

e.g. graceful shutdown, reboot, etc. You should install VMware Tools. {§ Actions

~ General Information ~ Hardware Configuration
3 g Networking No network information » | cPu 1vCPUs
» 68 ViMware Tools Not installed £ Actions B Memory 2G8
+ E Storage 1 disk » I Hard disk 1 268
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Fig. 7. Technical information about the virtualization of the operating system
Microsoft Windows 10 (64-bit)

On fig. 8 the connection to the operating system Windows 10 via VMware
Workstation is shown.

(D Windows 10 x64 - VMware Workstation

Fie Edt View UM Tabs Hep | - | e o \EQ ) |

Library X

i Home 7 Windows 10 x64
QT

eI e [ Windows 10 x64

indows
Windows 7 Power on this virtual machine
Other

Windows 10 x64 SEEdit virtual machine settings
Shared VMs

¥ Devices
" Memory 268
[ Processars z

(AHard Disk (SCSI)  75.8 GB (Prealloc...
+)CD/DVD (SATA)  Using file He\uM\.
WEiNetwork Adapter  Bridged (Automatic)

UsB Controller Present (Connect to Server x|

) Sound Card Auto detect

Select the remote server that you want to connect to. The
\hPrinter Present %7 server can be running VMware Workstation, VMare ESX, or
= susto detect VMware vCenter Server.

Server name: [ 152.163.1.146 =l

~ Description User name:  [root

Password: |----nn.

~ Virtual Machine Details
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Fig. 8. Connection to the operating system Windows 10 via VMware
Workstation
On fig. 9 the performance monitor for operating system Windows 10 is
shown.

/ localhost rovterbgad2s.con X W)\ &)= e
<« < ‘ A Hawma 3aupTa | https://192.168.1.146/ul/#/host/vms/1/monitor/performance/disk ﬁv|

rool@192 168 1 146 ~ | Help ~

“I% Navigator || (s pesho windows 10 - Monitor
~ [ Host | Performance | Events Tasks Logs Notifications
Manage
Monitor | Disk » || Defautt colors v | Lasthour v | @@ @ Refresh | & Actions (Q Fiter series
~ (31 Virtual Machines s
~ [ pesho windows 10
~ [ KaliLinux
12
Monitor o a0
@
More VMs... z g J
= I
» B Storage ® 60 g
+ @ Networking ER 2018/05/02 17:10:19 E
% W Disk /0 rate (Aggregated) 16.04 MBis. 3
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[ Maximum latency 49.00 ms. "
1
2 W%\/ j
o
16:14 16:25 16:33 1641 16:50 1658 17:06 17:14
Time
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Fig. 9. Performance monitor for operating system Windows 10

On fig. 10 the VMware ESXi 6.5.0 (VMKernel release build 5969303)
iformatin IS shwn.

EEEREE RS 6.5.0 (VMKerne )
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ATTENTION: The scientific experiments and research works in this paper
are_made in a specialized computer laboratories at the Faculty of Technical
Sciences of the Konstantin Preslavsky University of Shumen. Everything
illustrated and explained in this paper is for research work and educational
purposes and the authors are not responsible in cases of abuse.

3. Conclusion

The actual virtualization of the operating system Microsoft Windows 10
(64-bit) via VMware vSphere Hypervisor ESXi 6.5. is made in order to develop
logical and correct thinking in the students when they have to virtualize different
operating systems for a specific research purposes. The exceptionally well-
equipped laboratories at the Faculty of Technical Sciences at the Konstantin
Preslavsky University of Shumen give great opportunities to students majoring
in "Communication and Information Systems" and "Computer Technologies for
Production Automation" to gain extensive theoretical and practical experience in
real virtualization with different operating systems.
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