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Abstract: The paper to the research of particular objects from optic spectrum by means 
of optical-electronic devices is related. A mathematical model for identification of signals with 
two degrees of freedom is proposed. Object of research is a variant of discrete signal processing 
in the temporary area.
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1. Introduction 
In the research of particular objects from optic spectrum by means of optical-

electronic devices the sensor registers a signal that is carrying useful information 
about the characteristics of the object [2, 4]. Determining the amounts upon 
registration of information signal [5] and determining the Gaussian noise [3] 
provide some clarity about the conditions for detection, identification and 
registration of studied objects [7].

2. Analysis of the problem 
The task of research was to investigate the possibility of identifying signals 

with two degrees of freedom. 
Signals with two degrees of freedom (2-DOF) are presented in the following 

form [1, 6]:

(1) 𝑆𝑆𝑡𝑡 =     ∑ 𝑑𝑑𝑖𝑖𝜑𝜑𝑖𝑖𝑡𝑡

2

𝑖𝑖=1
,   𝑡𝑡 ∈   [𝑂𝑂, 𝑇𝑇],  

where: 𝜑𝜑1𝑡𝑡, 𝜑𝜑2𝑡𝑡 form a basis in the functional space 𝜑𝜑;
𝛼𝛼1 , 𝛼𝛼2 - scalar coordinates for 𝑆𝑆𝑡𝑡в𝜑𝜑;
𝑇𝑇 - the time of the study.
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Moreover coordinates 𝛼𝛼1 and 𝛼𝛼2 assume values from certain sets. The signal 
𝑆𝑆𝑡𝑡 may be determined by the value of these sets ܮ = Ǥ 1ܮ  2ܮ for possible various 
states ݔ𝑖𝑖, ܮ ,1 =݅ determined by <𝛼𝛼1 ,𝛼𝛼2>.

In particular, to the signal of a similar type relate signals with a combined 
amplitude-phase modulation. Therefore this application allows to be increased the 
transmission speed of information on the channels [2].

The Object of research was a variant of discrete signal processing 𝑆𝑆𝑡𝑡(ݔ𝑖𝑖)
through monitoring the sequences ሼݕሽ, ݉ = ,ܯ ,1 related to the signal.

ݕ                            (ʹ) = (𝑖𝑖ݔ) ݏ   ݊ , ݉ = ݅ ,ܯ,1 ,ܮ,1 =

where: ݊ - a sequence of uncorrelated Gaussian errors, characterized by the 
normal probability density N [𝑂𝑂, .[2ߪ

𝑆𝑆 (ݔ𝑖𝑖) is determined in accordance of expression (1):

(͵)                  𝑆𝑆(ݔ𝑖𝑖)  =   ∑ 𝑑𝑑𝑖𝑖݆
2

𝑖𝑖=1
𝜑𝜑, ݉ =  1, ,ܯ ݅ = 1, Ǥܮ

Expressing the set of equations (2) and (3) is obtained: 

(Ͷ)                                     𝑆𝑆𝑖𝑖 = ∑ 𝑑𝑑𝑖𝑖݆
2

𝑖𝑖=1
𝜑𝜑,                                                        

(5)                                    ܻ =  𝑆𝑆𝑖𝑖  ܰ,

where: the vectors 𝑆𝑆𝑖𝑖, 𝜑𝜑𝑖𝑖, ܻ, ܰ possess components 𝑆𝑆(ݔ𝑖𝑖), 𝜑𝜑𝑖𝑖, ܻ, ݊,by
݉ .ܯ ,1 =

Solving the task with the Bayesian method for identification of signals as a 
result of the research of the vector Y is necessary to be accepted one of the 
mutually exclusive hypotheses =݅߁  ,𝑖𝑖ݔ .ܮ,1=݅ The belonging of ܩ to this field of 
study vector Y needs to be broken on a set of subsetsሼܩ𝑖𝑖ሽ, ,ܮ,1=݅ so that ܩ∩𝑖𝑖ܩ =
𝜑𝜑,

݅ ݕܾ ് ݆,         ራ 𝑖𝑖ܩ



𝑖𝑖=1
= 𝑖𝑖ܩ 𝑑𝑑݊ܽ ܩ = ∋ ܻ ݕܾ 𝑖𝑖ݔ 𝑖𝑖Ǥܩ

On the assumption that the states ݔ𝑖𝑖 and ݔ are a priori equally possible and 
the Bayesian Matrix [ܥ𝑖𝑖݆], i, j= 1,L is simple, namely ܥ𝑖𝑖݆ = 1 - ,𝑖𝑖ߜ where 𝑖𝑖ߜ -
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Kronecker coefficient. Then the optimal Bayesian identifier is provided by the 
equality:

(6)           ܰ  ܹ(ܻ Ȁ 𝑆𝑆𝑖𝑖)ீ
 𝑑𝑑ݕ =  ܰ  ܹ(ܻ Ȁ 𝑆𝑆)ீ

 𝑑𝑑ݕ, ݅ , ݆ = ,ܮ1

where: ܿܰ - the average number of signals;
ܹ(ܻ Ȁ 𝑆𝑆𝑖𝑖) conditional probability density of the vector ܻ for the state of the 

signal .𝑖𝑖ݔ
As is clear from (5) ܻ is a normal vector with probability density ܰ(𝑆𝑆𝑖𝑖 ,2ߪ, ,(ܫ

where ܫ is a single matrix.
Then equation (6) acquires the type:

()   ܰ  ݔ݁ ቄെ 1
2ఈమ 𝑑𝑑2(ݕ, 𝑆𝑆𝑖𝑖)ቅீ

 𝑑𝑑ܻ =  ܰ  ݔ݁ ቄെ 1
2ఈమ 𝑑𝑑2൫ݕ, 𝑆𝑆൯ቅ 𝑑𝑑ீݕ

,

where: 𝑑𝑑2(ݕ, 𝑆𝑆𝑖𝑖) = ݕ) െ  𝑆𝑆𝑖𝑖)(௬,ௌ) is a distance between the vectors Y and
𝑆𝑆𝑖𝑖 in the Euclidean space G;

𝑑𝑑𝑖𝑖(݅) = 𝑑𝑑𝑖𝑖(ܩ, 𝑆𝑆𝑖𝑖), 𝑖𝑖ܩ = ሼݕ𝑖𝑖𝑑𝑑(ܻ, 𝑆𝑆𝑖𝑖)  𝑑𝑑𝑖𝑖(݅)ሽ,
where: d(ܩ𝑖𝑖, 𝑆𝑆𝑖𝑖) = ݂݅݊𝑑𝑑(ܻ, 𝑆𝑆𝑖𝑖) - distance from 𝑆𝑆𝑖𝑖 to the sets ܮ;ܩ (݅), having 

a common boundary with ݕ. Because ܩ
ᇱ ؿ ,𝑖𝑖ܩ then equation (7) can be replaced 

from a system equations:

(ͺ)    ܰ න ݔ݁ െ 1
2ߪʹ 𝑑𝑑 (ܻ, 𝑆𝑆𝑖𝑖)൨

ீ 
ᇲ

 𝑑𝑑ܻ =  ܰ න ݔ݁ െ 1
ʹ𝛼𝛼2 𝑑𝑑2൫ܻ, 𝑆𝑆൯൨  𝑑𝑑ܻ,

ீೕ

(ͻ) ܰ න ݔ݁ െ 1
2ߪʹ 𝑑𝑑 (ܻ, 𝑆𝑆𝑖𝑖)൨

ீȀಸೕ

 𝑑𝑑ܻ = ܰ න ݔ݁ െ 1
ʹ𝛼𝛼2 𝑑𝑑2൫ܻ, 𝑆𝑆൯൨ 𝑑𝑑ܻ,

ீೕȀ ೕீ
ᇲ

where: ܩȀܩ
ᇱ - complement of the sets from ܩ

ᇱ and .ܩ
The set ܩ𝑖𝑖, ݅ =1,L represents a hyper-sphere with radius 𝑑𝑑𝑖𝑖(݅), as an equal-

ity (8) will be done in:

(10)                      𝑑𝑑𝑖𝑖(݅) =  𝑑𝑑𝑖𝑖(݆), ݅, ݆ =1,L and ȝ(ܩ𝑖𝑖)  �ȝ൫ܩ
ᇱ൯Ǥ

The integrals in (6) determine the probability of correctly identification of
the signal 𝑆𝑆𝑖𝑖 , ݅ = 1,L, and by definition in 𝑑𝑑( ܻ, 𝑆𝑆𝑖𝑖)  𝑑𝑑𝑖𝑖(݅), is possible an error 
by indentifying of 𝑆𝑆𝑖𝑖, and therefore in fact usually performed the following:
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(11) ܰ න ݔ݁ െ 1
2ߪʹ 𝑑𝑑2 (ܻ, 𝑆𝑆𝑖𝑖)൨

ீȀ ೕீ
ᇲ

 𝑑𝑑ܻ ا ܰ න ݔ݁ െ 1
ʹ𝛼𝛼2 𝑑𝑑2(ܻ, 𝑆𝑆𝑖𝑖)൨ 𝑑𝑑ܻǤ

ೕீ
ᇲ

That allows to obtain an approximate assessment of the integral in (9), put-
ting on 𝑑𝑑(ܻ, 𝑆𝑆𝑖𝑖) in the integration of ܩ𝑖𝑖Ȁܩ

ᇱ which is constant and equal to 𝑑𝑑(ܻ, 𝑆𝑆𝑖𝑖)
= 𝑑𝑑𝑖𝑖(݅) ��ǻ,Y∈ ܩ𝑖𝑖Ȁܩ

ᇱ, and therefore ȟ is determined by the expression:

ȟ =  1
ܮʹ ∑[𝑑𝑑𝑖𝑖(݅)   𝑑𝑑௫(݅)]



𝑖𝑖=1
,

as 𝑑𝑑௫(݅) = ,𝑑𝑑(𝑆𝑆ݔܽ݉ 𝑆𝑆𝑖𝑖).

From (8) is determined the equivalent system:

(12)                            ൝
𝑑𝑑𝑖𝑖(݅)  =  𝑑𝑑𝑖𝑖(݆),                        
ܩ𝑖𝑖Ȁܩ)ߤ  

ᇱ) = ߤ ൬ீೕ
ீ 

ᇱ
൰ ,   ݅, ݆ = 1, Ǥ ܮ

Combining (12) with (10) the searched rule for synthesis of quasi optimal
Bayesian identifier was defined:

(13)                                     𝑑𝑑𝑖𝑖(݅)  =  𝑑𝑑𝑖𝑖(݆),

(𝑖𝑖ܩ)                                   (14) = ,݅    ,൯ܩ൫ ߤ ݆ =1, Ǥ ܮ

Whereas, if condition (11) determines the shift of vectors 𝑆𝑆𝑖𝑖 and  𝑖𝑖, thenܩ
conditions (13) and (14) determine the necessity of simultaneously solving both 
the task for the synthesis by optimal identifying and the task of signal forming S
.(𝑖𝑖ݔ)

3. Conclusion 
Of studies carried out could be done the following conclusion that the ob-

tained correlations (13) and (14) a quasi optimal Bayesian identifying of signals 
with two degrees of freedom by simultaneously optimization allows to be synthe-
sized.
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