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ABSTRACT: The aim to practically use the results from the observations for discovery 

of distant objects in the visible and the infrared part of the optical specter means to seek a 
definite answer about a signal presence which would answer the question about the presence 
in the controlled space of the sought object. On research basis the signal presence probability 
can be defined which is described by means of a likelihood ratio. The initial value of the 
likelihood ratio does not contain any unknown values. It is defined on an experimental basis 
by using devices with concrete tactical and technical characteristics in a concrete 
environment by considering the fluctuations probability.  
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In order to find distant objects and to exactly define their characteristics, 

time is a factor with great significance. Such kind of research is current for the 
ecological sphere [2, 3, 4, 5, 7] and also for the demands of the defense [1, 5, 6]. 

The tasks for a practical implementation of the observation results are 
looking for a certain result – presence of a signal, which allows the solution of 
the problem with the presence of the controlled space of the searched object, 
aiding (causing) the signal appearance [8]. On the basis of observations, the 
probability of signal presence can be found and it is expressed by the likelihood 
ratio.  

If the parameters of the signal are known beforehand and the a priori 
probability for signal presence is also known, we can consider as almost obvious 
the criterion for the likelihood ratio, according to which the result for signal 
presence is valid when the likelihood ratio aopA aopop AA  , where aopA  is a 
threshold of the absolute likelihood ratio.  
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The threshold of the likelihood ratio is defined on the basis of experiment 
by using observation devices in a certain environment which reports 
probabilities and fluctuations. There are two versions when discovering distant 
objects:  

- We decide that there is a signal and actually the signal is correctly 
discovered or the signal is wrong; 

- We decide that there is no signal and actually the signal is missed 
or we are right in our findings that there is no signal.  

There is one wrong answer in the two versions. The error is when there is 
no signal and we consider that there is one. This error is defined as false signal. 
The second error occurs if there is a signal and we consider that there is not. 
This error is considered as an omission and it occurs when the signal from the 
discovered distant object is weak. When we calculate the distribution of the 
density probability when there is actual signal presence and when there is actual 
signal absence, we can calculate the probability of the error occurrences. The 
conditional density probability of the value  А when there is signal presence is 
marked with )/( SAopA , and at signal absence – with )0/( opA A . 

The conditional probability for false signal, i.e. the probability of the 
situation “a signal is present” when in fact there is no signal, is defined by the 
equation: 

(1) 


~
)0/(

nA popAPS dAAP  . 

The conditional probability for omission is: 
(2) 





nA

popAAP dASAP
~

)/( . 

We should mention that the received probabilities are conditional and not 
absolute because the conditional probability for the omission gives the average 
ratio of the number of omitted objects to the total number of objects which are in 
the visual field. The unconditional probabilities for false signal bpsP and 
omission bnpP  will be conditionally equal to the multiplication of the a priori 
probabilities for presence and absence of signal: 

(3) )0(PPP PSbps  , 

(4) )(SPPP npbnp  . 

Usually in the problems for discovery of distant objects, the value P(S) is 
unknown but practically the conditional probability of omission, equal to the 
relative part of the omitted signals is much more important than the conditional 
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one and this is the reason why it is advisable to be used for characterizing the 
activities of the systems for distant objects discovery.  

If the a priori probability P(S)  1, it means that the unconditional 
probability for false signal PSPSbps PPPP  )0( , i.e., it will practically coincide 
with the conditional probability. The purpose of using the unconditional 
probability for registering a false signal is that it gives the number of false noises 
with the exception of the cases when the noises coincide with the signal.  

According to the criterion for the perfect observer, the observation system 
should be one that it gives the minimum full (total) probability for an error: 

 
(5) .minPP bpsbnp   

 
We will go through the process of finding the correct resolution with the 

help of this criterion. For this purpose, first we will calculate the probability of 
error when the density of the noise distribution is known. Taking into account 
(3), the unconditional probability for a false signal is received: 

 
(6) 




G

HNbps dydyYPP ....)()0( 1  

 
The integration is done according to a still unknown area G . When we 

define it, we will understand at what values on the ordinate of realization we 
will get solutions for presence and at what values – absence of signal. 

The probability of omission is equal to: 
(7)  




G

HNbnp dydySYSPP ...)()( 1 . 

 
In this case the area of integration G  includes the area from every possible 

value of Y, which lies outside the area G . 
If we find that the integral from the density of the probability throughout 

the whole area from possible values of the variables at integration equals one, 
instead of (7) we can write: 

 
(8) 









 




G

NNbnp dydySYSPP ...)(1)( 1 . 

 
Adding the probable errors (6) and (8) and taking into account that the 

integration area is equal, we get: 
 

(9)   mindydySYSPYPSPPP H
G

NNbnpbps   ...)()()()0()( 1


 . 
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We observe a minimum of probable errors in the area G , defined by the 
values of nY , from which: 

(10) 0)()()()0(  SYSPYP nNnN  . 
or 
(11) ,

)(
)0(

)(
)(

SP
P

Y
SY

nN

nN 




  

i.e.  
(12) 

)(
)0(

SP
PAop 

or 
(13) 1

)()0(
)()(





nN

nN
aop YP

SYSP
A



 . 

The solution of presence – there is an object, refers to a situation when Y is 
situated in the area G . 

This is the way how the criterion for the perfect observer refers to the 
criterion for likelihood ratio but since the value of this threshold is usually 
undefined, actually this criterion dos not offer any additional information. 

There is also a criterion for minimum weighed probability error, according 
to which the probability PSP  and npP  are taken in a certain weight ratio: 

(14) mincPP PSnp  . 

Analogous to the preceding example, it can be shown that this criterion is 
also equated with the criterion of the likelihood ratio and the value of the 
coefficient с here is also not defined. 

We will also look at the criterion of Neyman–Pearson according to which 
the acceptable values of the conditional probability for a false signal in the 
system should be equal to the given value k, and the conditional probability for 
omission will be minimum: 

(15) ,kPPS  minPnp  . 

In order to accept the correct solution on the basis of this criterion, it is 
necessary to find the minimum of npP  in the area of integration for which we 
have the equation:  
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(16) kdydyY H
G

N  ...)( 1


 . 

 
In this case, applying the method of the Lagrange undetermined 

multipliers, we have to find the minima of the function:  
(17) PSnp PP  , 

 
and to define   according to the condition (15). When calculating (17) we 

get: 
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from which it follows that the minima will be received when integrating at 

the area of the negative values of the equations:  
 

(19) )()( SYY NN  , 
 
i.e. at the area where: 
 

(20) 
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The value of the undetermined multiplier   can be determined by the 
condition: 
(21) 










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)(
)(

1...)(
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Y
SY
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from where we get: 
(22) )(kAop  . 

 
Consequently, in this situation it is also necessary to calculate the 

likelihood ratio opA  and if it is more than a certain charge value, then an answer 
can be given for a signal presence and if it is less – then there is no signal. 

It can be concluded that the Neyman–Pearson criterion is the most 
convenient for practical usage from all the criteria mentioned above. Especially 
if we use acceptable frequency of repetition of the false signal in time instead of 
the acceptable probability for a false signal.  
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