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Abstract: In the paper an algorithm for synthesis of pseudo-noise signals with high structural complexity 

is presented. It is based on the possibility the elements of the finite algebraic fields to be generated by means of a 

linear recurring sequence with maximal length. The algorithm can be used in the development of communication 

systems with high resistance to hostile radio-electronic environment. 
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1. Introduction  

Today the radio-electronic 

warfare plays a very important role in 

the local military conflicts and in the 

fight against terroristic and criminal 

groups. As a consequence, the present 

communication systems should 

possess a very high resistance to the 

radio-electronic counter-

measurements. The general method 

for providing of anti-jamming 

capabilities is the usage of pseudo-

noise signals with high structural 

complexity (HSC), which are hard 

both to detect and to imitate. With 

regard methods for synthesis of 

signals with HSC have been 

researched from many authors for the 

last several decades [1] – [9]. 

In this paper an algorithm for 

synthesis of phase manipulated (PM) 

signals with HSC is presented. It is 

based on the peculiarities of the non-

linear polynomial functions, which 

are the most resistive to the present 

crypto-attacks. The main advantage of 

the algorithm is that it can be easily 

realized by any specialized computer 

software for modeling of 

communication systems. 

The paper is organized as 

follows. First, the present algebraic 

methods for modeling of PM signals 

are analyzed in Section 2. After that 

in Section 3, an algorithm for 

synthesis of PM signals with HSC is 

suggested. Conclusions of the paper 

are summarized in Section 4. 

 

2. Algebraic methods for 

modeling of phase manipulated 

signals 

The algebraic methods for 

modeling are a very effective tool in 
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the process of research and 

development of PM signals for the 

perspective communication systems. 

They are based on the fact that any 

PM signal can be presented as a 

sequence of complex numbers [2]-[7], 

[10], [11] 
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called signal sequence or simply PM 

signal. 

In (1) the length N denotes the 

quantity of the consecutive 

elementary phase pulses (chips), 

forming the PM signal. 

The complex number 
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is the so-named complex envelope of 

the i-th chip. It presents the amplitude 

miU  and the phase angle i  of the i-

th chip. 

Today the so-named uniform PM 

signals, which satisfy simultaneously 

the following conditions 
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are preferred due to the following 

reasons [2]-[9]. First, the condition 

(3) minimizes the probability of 

detection of the PM signal by the 

enemy radio-electronic intelligence as 

the signal spectrum is uniformly 

distributed. Second, the observation 

of the condition (4) leads to 

simplification and reduction the cost 

of the communication devices. 

In case of uniform PM signals 

the complex envelopes of the chips 

become the form [2]-[7], [10] 
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where the integer sequence 
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is called the power sequence of the 

uniform PM signal or simply the 

power sequence. 

From (5) we see that the features 

of the uniform PM signals can be 

explored on the base of their power 

sequences. With regard to this 

conclusion in the rest part of this 

section we shall focus our attention 

over the algebraic methods for 

modeling of the power sequences of 

uniform PM signals. 

The algebraic methods for 

modeling of the uniform PM signals 

use some polynomial function (or 

simply polynomial) for evaluating the 

elements of their power sequences: 
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The polynomial function (7) 

maps the elements of the extended 

finite algebraic field GF( np ), p 
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prime, to the elements of the prime 

finite algebraic field GF( p ). Here the 

abbreviation GF means Galois Field. 

As known [10], all elements of 

GF( p ) are }1,...,1,0{ p , which can 

be added and multiplied modulo p. 

GF( np ) is obtained by joining to 

GF( p ) an arbitrary zero (root)   of 

an irreducible over GF( p ) 

polynomial )(yg  of n-th degree. The 

polynomial )(yg  is called the 

generator polynomial of GF( np ). As 

a result every element of GF( np ) is 

viewed as an n-dimensional vector 

),...,,( 021 xxxx nn  , which 

coordinates are defined by the sum 
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If the argument 

),...,,( 021 xxxx nn  , )(pGFxi   

of the polynomial (7) runs through all 

the vectors (elements) of GF( np ), 

following an preliminarily defined 

order, then a sequence fS  
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is obtained. As in (7) the coefficients 

ia , Mi ...,,1,0  and the coordinates 

ix , 1...,,1,0  ni  of the argument 

(vector) x are elements of GF( p ) and 

all additions and multiplications are 

performed modulo p, the elements of 

the generated sequence fS  are 

elements of GF( p ) also. 

From all above stated it follows 

that the polynomial function (7) 

describes mathematically an 

algorithm for synthesis of power 

sequences of uniform FM signals with 

length 

 

(10)  nkpL k ...,,1,0,  . 

 

This conclusion will be clarified 

by an example in which 3,2  np  

and the polynomial (7) has the 

following concrete form: 

 

(11) 1..)( 0012  xxxxxf . 

 

In this case the sequence fS , 

generated by (11), has length 

823 L  and it is presented in the 

last column of the Table I (in (11) the 

coordinates of the argument 

),,( 012 xxxx   are listed in the 

lexicographical order). 

 

Table I 

The variant 1 of the sequence fS , 

generated by the polynomial (11) 

№ ),,( 012 xxx  fS  

0 (0, 0, 0) 1 

1 (0, 0, 1) 0 

2 (0, 1, 0) 1 

3 (0, 1, 1) 0 

4 (1, 0, 0) 1 

5 (1, 0, 1) 0 

6 (1, 1, 0) 1 

7 (1, 1, 1) 1 
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With regard to this example it 

should be pointed out, that according 

to the small Fermat‟s theorem [10] 

11 na  for every element of GF( p ). 

Due to this reason the powers 

iinin ccc ,0,2,1 ...,,,   in (7) can be only 

integers in the range ]1,0[ p , i.e.: 

 

(12) }1...,,1,0{,  pZc pik . 

 

Consequently, in case 2p  the 

powers iinin ccc ,0,2,1 ...,,,   can be 

only 0 or 1 and the polynomial (7) is 

named Boolean function [6], [10], 

[11]. 

It should be pointed out, that the 

coordinates of the argument 

),...,,( 021 xxxx nn   in (7) can be 

listed in the following exponential 

order [6], [10] 

 

(13)  2210 ...,,,, n , 

 

because the sequence (13) contains 

every non-zero element of GF( np ). 

This will be clarified with the 

above example ( 3,2  np  and the 

polynomial (7) has the concrete form 

(11)). In this case the argument of 

(11) is viewed as an element of 

GF( 32 ), i.e.: 

 

(14) 01
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2 .. xxxx   , 

 

where   is a zero (root) of the 

irreducible over GF( 2 ) polynomial 

)(yg  of 3-rd degree 

 

(15) 1)( 3  yyyg . 

From (14) follows: 

 

 

(16)   

).0,0,1(1.0.0.1

),0,1,0(1.0.1.0

),1,0,0(

1.1.0.01

22

21

20















 

 

 

Then we must have 
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because   is a zero (root) of (15), i.e. 

 

(18) 013  . 

 

From (18) we obtain 
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Consequently 
610 ...,,,   

presents an exponential ordering of 

the non-zero elements of GF( np ), 

which allows Table I to be 

transformed in Table II. 
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Table II 

The variant 2 of the sequence fS , 

generated by the polynomial (11) 

№ i  ),,( 012 xxx  fS  

0  (0, 0, 0) 1 

1 1  (0, 1, 0) 1 

2 2  (1, 0, 0) 1 

3 3  (0, 1, 1) 0 

4 4  (1, 1, 0) 1 

5 5  (1, 1, 1) 1 

6 6  (1, 0, 1) 0 

7 7  (0, 0, 1) 0 

 

From the point of view of the 

practical realization by computers, the 

usage of the exponential order of the 

elements of GF( np ) in the 

polynomial (7) has the following 

advantages. 

First, it can be easily generated 

by means of a linear recurring 

sequence (LRS) with maximal length 

(m-sequence for short) [6], [10]. 

Second, the exponential order 

(13) can be presented in many 

different forms [10] 

 

(20) 
210 )(...,,)(,)( nddd  . 

 

using any integer d, which is co-prime 

with 1np . It is known that d can be 

chosen in )1( np  different ways. 

Here )(l  is the so-named Euler’s 

phi-function, which gives the quantity 

of all natural numbers smaller and co-

prime with l [10]. 

The last ability for listing the 

argument of the polynomial (7) 

according to (20) will be clarified 

with the above example – i.e. 

3,2  np , the polynomial (7) has 

the concrete form (11) and the 

generator polynomial of GF( 32 ) is 

(15). As 71212 3 n  is a prime 

number, the parameter d in (20), often 

named coefficient of the decimation, 

can be 6,5,4,3,2,1d . For simplicity 

let we choose 2d . In this case 

Table I is transformed in Table III. 

 

Table III 

The variant 3 of the sequence fS , 

generated by the polynomial (11) 

№ 
i)( 2  ),,( 012 xxx  fS  

0  (0, 0, 0) 1 

1 212)(    (1, 0, 0) 1 

2 422)(    (1, 1, 0) 1 

3 632)(    (1, 0, 1) 0 

4 142)(    (0, 1, 0) 1 

5 352)(    (0, 1, 1) 0 

6 562)(    (1, 1, 1) 1 

7 072)(    (0, 0, 1) 0 

 

 

3. Algorithm for synthesis of 

phase manipulated signals with 

high structural complexity 

The algorithm for synthesis of 

phase manipulated signals with HSC, 

which will be presented later in this 

section, is based on the fact, that the 

exponential order (20) of the elements 

of GF( np ) can be easily generated by 

means of a LRS with maximal length 

(m-sequence for short). 

The LRSs find a wide 

application in many areas of the 

science and techniques [1] - [10], 

[12]. They are generated by means of 
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a linear recurrence equation (LRE) 

[6], [10], [12]: 

 

(21)  
)(....)2(.

)1(.)(

02

1

niuaiua

iuaiu

n

n








 

 

In (21) the new i-th element )(iu  

of the LRS is evaluated on the base of 

the elements 

)(...,),2(),1( niuiuiu   of the 

LRS, obtained in the previous time 

moments (it is necessary the initial 

elements )1(...,),1(),0( nuuu  to be 

given). Besides, the arithmetic 

operations in (21) and the coefficients 

021 ...,,, aaa nn   are defined in a 

preliminary given algebraic field, 

which can be infinite (i.e. number 

field) or finite (i.e. Galois Field). 

Beginning from the known 

initial elements )1(...,),1(),0( nuuu  

of the LRS, all other elements 

...,),1(),( nunu  can be recursively 

(i.e. step-by-step) evaluated by (21). 

This method is not always 

appropriate. Due to this reason a 

mathematical method for direct 

evaluating of the elements of a LRS 

has been developed [10], [12]. This 

method uses the substitution 
iziu )( , 

which transforms (21) in the equation: 
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If 0z , then LRS will consist 

only of zeros and, obviously, this is 

the trivial case. Hence, in the non-

trivial case 0z  and then the both 

sides of (22) can be reduced by the 

factor niz  . This transforms (22) into 

the so-named characteristic equation 

of the LRS: 
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Let we suppose, that all the roots 

nzzz ...,, 21  of (23) are distinct. In this 

situation it is not hard to be proven, 

that the i-th element of the LRS can 

be directly evaluated by the formulae: 
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In (24) the coefficients 

nccc ...,, 21  are determined from the 

following system of linear equations: 
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It must be outlined that (24) is 

valid in all cases of fields (infinite or 

finite), used for generating of the 

LRS. 

On the base of (24) and (25) the 

following proposition will be proven. 

Proposition: Let the LRS is 

defined over arbitrary finite algebraic 

field GF( q ), 
lpq  , p prime and l is 

an arbitrary positive integer. Besides, 

let the characteristic polynomial (23) 

of the LRS is irreducible and 

primitive over GF( q ). Then the LRS 
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will produce the elements of the 

extended field GF( nq ) in an 

exponential order if the initial 

elements of the LRS are chosen to be: 
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Proof: As the polynomial (23) is 

irreducible over GF( q ), it has n 

distinct roots 
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in the extended field GF( nq ), formed 

by the joining of any root (27) to the 

field GF( q ) [6], [10]. Without loss of 

generality it can be supposed that the 

root, joined to GF( q ), is exactly   

and that 
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n
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In this situation the initial 

elements of the LRS can be viewed as 

the following elements (vectors) of 

GF(
nq ): 
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After plugging (28) and (29) in 

(25) we see that 

 

(30) 0...,1 321  ncccc . 

 

Consequently (24) reduces to 

 

(31) ...,1,,)( 1  nniziu ii  . 

 

The equations (29) and (31) 

prove the proposition. 

With regard to all the above 

stated, the following algorithm for 

synthesis of PM signals with HSC can 

be suggested. 

First, some appropriate non-

linear polynomial function (7) is 

chosen for generating of the power 

sequence of the uniform PM signal. 

Here it should be taken into account 

that the level of the structural 

complexity of the uniform PM signals 

directly depends on the non-linearity 

of the polynomial functions (7), 

defined by its algebraic degree 

( fdeg ) [1]-[12]: 
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Second, the listing of the 

argument of the polynomial function 

(7) is obtained by means of a LRS 

with characteristic polynomial, which 

is irreducible and primitive over 

GF( p ). In this case the LRS is easily 

generated step-by-step by a computer 

with matrix processors. 

For example, by the above 

algorithm uniform PM signals, based 

on the so-named bent or maximal 

non-linear functions, which have a 

very high resistance to the crypto-
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attacks [2]-[7], [11], can be easily 

generated. 

 

4. Conclusion 

In the paper a general algorithm 

for synthesis of uniform PM signals 

with HSC is suggested. Its positive 

features are: 

1) high effectiveness from the 

point of view of the realization of the 

computing process; 

2) ability for synthesis of 

uniform PM signals with HSC for 

infinity and dense sets of signal 

lengths and types of phase 

manipulation. 

The proposed algorithm can be 

successfully used in the process of 

development of perspective wireless 

communication system, providing 

both very high rate of information 

transmission and data protection. 
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